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Highlights
• Forest resources maps without uncertainty assessment may lead to false impression of  

precision.
• Suitable tools for visualization of map products are lacking.
• Kriging method provided accurate uncertainty assessment for pixel-level predictions.
• Quantile random forest algorithm slightly underestimated the pixel-level uncertainties.
• With simulation it is possible to assess the uncertainty also for landscape-level characteristics.

Abstract
Maps of forest resources and other ecosystem services are needed for decision making at different 
levels. However, such maps are typically presented without addressing the uncertainties. Thus, the 
users of the maps have vague or no understanding of the uncertainties and can easily make wrong 
conclusions. Attempts to visualize the uncertainties are also rare, even though the visualization 
would be highly likely to improve understanding. One complication is that it has been difficult 
to address the predictions and their uncertainties simultaneously. In this article, the methods for 
addressing the map uncertainty and visualize them are first reviewed. Then, the methods are tested 
using laser scanning data with simulated response variable values to illustrate their possibilities. 
Analytical kriging approach captured the uncertainty of predictions at pixel level in our test case, 
where the estimated models had similar log-linear shape than the true model. Ensemble modelling 
with random forest led to slight underestimation of the uncertainties. Simulation is needed when 
uncertainty estimates are required for landscape level features more complicated than small areas.
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1 Introduction

Maps are often utilized as tools in science-policy interfaces such as Reducing Emissions from 
Deforestation and Forest Degradation in Developing Countries (REDD+), Intergovernmental Panel 
on Climate Change (IPCC) or Intergovernmental Science-Policy Platform on Biodiversity and 
Ecosystem Services (IPBES) to communicate state of environments to policy makers (Ojanen et 
al. 2021). Pan-European maps would be beneficial in monitoring the development towards targets 
in various EU-level policies (Lier et al. 2021). For instance, mapping the aboveground biomass of 
tropical forests is essential both for implementing conservation policies and reducing uncertainties 
in the global carbon cycle (Mitchard et al. 2013). The state of the environment in such a map is 
typically a model prediction, based on remotely sensed information for each pixel or cell in the 
area. In science-policy interface it is important that the maps used are accurate, and having for 
instance, several maps of varying quality from the same area and theme may be confusing, and a 
source of distrust among stakeholders (Ojanen et al. 2021).

In general, maps are needed for local decision making (Kangas et al. 2018), as well as local 
monitoring of the state of environment, for instance for sustainability considerations (Katila et 
al. 2020). In Finland, the first national-level thematic maps describing the status of forests were 
published already in the 1990’s (Tomppo 1996), and currently such maps are produced in many 
other countries as well (Baccini et al. 2011; Saatchi et al. 2011; Freeman and Moisen 2015; Nord-
Larsen et al. 2017; Nilsson et al. 2017; Hauglin et al. 2021). However, use of maps is not restricted 
to forest resources, but all ecosystem services benefit from map data (Burkhart et al. 2012; Maes 
et al. 2012).

While maps are useful in many different decision-making contexts, inaccuracies in a map 
may lead to wrong conclusions and through that to suboptimal decisions. There exist examples 
where a published map or an analysis based on such a map has led to heavy criticism due to the 
inherent (reported or unreported) uncertainties. For instance, Ceccherini et al. (2020), published an 
analysis where they argued a dramatic rise in forest harvest levels in Europe, especially in Sweden 
and Finland: 69% in biomass and 43% in area between two periods, 2010–2015 and 2016–2018. 
This analysis was based on a map depicting tree cover loss (Global Forest Watch, see Hansen et al. 
2013). It was subjected to severe critic (Palahi et al. 2021 and Wernick et al. 2021 among others). 
Breidenbach et al. (2022) demonstrated that the maps based on remote sensing contradict with 
extensive field-based national forest inventory data sets. According to critics, the used map of tree 
cover loss is not suitable for the task in the first place, as it acknowledges only abrupt losses in 
the canopy cover, not the gradual forest growth. The published critics also pointed out that in the 
earlier period a smaller part of changes were depicted. Breidenbach et al. (2022) concluded that 
it is not the harvests, but the ability to detect harvests that has increased abruptly. At the end of 
public discussion, Ceccherini et al. (2022) concluded that remote sensing-based maps on land use 
change are useful mainly as tools to plan field inventories.

The REDD+ program requires accurate information of the forest degradation and loss. In 
many countries, remote sensing -based maps are the only option to achieve such information. In 
2008, Bacchini et al. published a map for sub-Saharan Africa, where they claimed a very good 
accuracy, with a map explaining 82% of the variability of the above-ground biomass (AGB). Only a 
couple years later, Mitchard et al. (2011) compared the map data to their own field plots and argued 
that only a very weak correlation with the map was observed, with 28% of the variation explained 
in the independent test data. They concluded that Bacchini et al. (2008) had too poor-quality data 
with a too limited spatial extent for modelling, which explains the observed poor quality. For 
instance, part of the plots used in modelling were derived from a land cover map rather than actual 
measurements. Mitchard et al. (2011) conclude that a good quality map requires good quality field 
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data drawn from across the spatial extent and ecological variability of the prediction area, and 
accuracy assessments done against truly independent datasets. Meyer and Pebesma (2021, 2022) 
also stress the spatial distribution of training data as a pre-requisite for applicable maps.

In Finland, Mikkonen et al. (2018, 2020) published maps describing deadwood potential of 
Finnish forests. This analysis was heavily criticized by other researchers (Kangas and Mehtätalo 
2021), as it was based on simulated deadwood data and an extrapolation of a 5th degree polynomial 
model. However, the maps based on this model had already been used in addressing the quality 
of the Finnish nature conservation programme Metso without any consideration of uncertainties. 
This analysis was carried out even though the original authors of the map suggested that the 
product should only be used as prior information to find mature stands for field assessment of the 
conservation value.

In other occurrences, researchers have compared maps produced in different campaigns, 
and found that the maps are not agreeing as well as the users might hope or believe. For instance, 
Zhang et al. (2019) compared maps produced for ABG in many different studies and for all the 
continents. They concluded that the forest biomass datasets were almost entirely inconsistent. 
Schulp et al. (2014) compared four maps of ecosystem services at the European level. The pro-
duced maps strongly disagreed, for instance, on the potential of climate regulation in Sweden and 
Finland, despite of the large proportion of forests in both countries (70% and 74%, respectively). 
Eigenbrod et al. (2010) generalized sample-based data of three ecosystem services in two different 
ways. When looking at hotspots (the best 10% of the area regarding the indicator in question), 
the two maps were overlapping in 23% of cases for biodiversity, 17% for recreation and 62% for 
carbon storage. Mitchard et al. (2013) compared two maps for AGB in Africa, which were based 
on the same input data (GLAS laser scanning from a satellite), but a different methodology. They 
concluded that there were substantial differences between the maps, and even the direction of 
change was inconsistent. When aggregated to country level, the maps converged better, meaning 
that location uncertainty is important. Eigenbrod et al. (2010) also concluded that while compari-
sons between the maps are interesting, they are of limited use in either confirming the validity of 
the mapping approach or stating whether one map should be used preferentially to the other. Thus, 
analytical methods to address the map uncertainty are needed.

The aim of this paper is to highlight the importance of map uncertainty and to review methods 
to deal with map uncertainty and to visualize it. Two of the reviewed methods, namely quantile 
random forest and kriging, are tested and illustrated in a dataset with 17 laser scanning features 
and a simulated response variable. This work is carried out to improve the understanding of the 
uncertainties among the users and producers of the maps.

2 Map uncertainty

2.1 Types of map uncertainty

Map uncertainty means that we can address the local error, i.e. to predict the uncertainty at each 
location separately (Vaysse and Lagacherie 2017; Kasraei et al. 2021). It can be interpreted as 
estimating prediction error variance for a new observation in regression analysis. Since all model 
predictions, irrespective of the modelling method, are inevitably model-based and conditioned on 
the modelling data set, it can also be interpreted as model-based inference at pixel level. Yet, the 
term “model-based inference” is often restricted to an approach of making population-level or 
domain-level inferences based on an observed sample (see Särndal et al. 1992) rather than estimat-
ing observation-level uncertainties that are important in a mapping exercise.
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Nevertheless, another important case of map uncertainty is to predict the uncertainty simul-
taneously at several points or at a given sub-area (spatial uncertainty, Goovaerts 2001). This could 
be, for instance, a field, a lake or a forest stand. Since the measurement units are typically smaller 
than such sub-areas, aggregation of the predictions is required (Goovaerts 2001). In this case, 
the spatial uncertainty can be estimated using model-based inference in a small-area estimation 
context (Magnussen and Breidenbach 2017; Astrup et al. 2019), for instance using block-kriging 
(Schabenberger and Gotway 2005).

The uncertainty can also be looked from another perspective, location error, meaning there 
is uncertainty as to where a certain resource is located. For instance, we would like to know where 
the old-growth forests, the forests with highest biodiversity or the forests with greatest volume of 
deadwood are located. We might, for instance, wish to delineate an area with a, say, 95% prob-
ability to have at least a specified target level, say 20 m3, of deadwood. From this point of view, 
it is possible for instance to assess the probability of finding a given resource at some location 
using a classification algorithm or classifying the model predictions. In an area context, the joint 
probability of the units fulfilling the condition would be needed. While the classification accuracy 
is also a highly important topic, it is not covered in this article, but the readers are referred to 
Olofsson et al. (2014).

The location of a given resource can be interpreted as a landscape level feature. Other land-
scape level features of interest may include, for instance, the sizes of patches of a given habitat, 
the distances between those habitats or connectivity of the habitats in the landscape. In addition 
to the pixel-level or small-area level uncertainties, we should be able to also assess the uncertain-
ties of such landscape features, but to the knowledge of the authors no literature regarding such 
assessments related to forests has been published.

2.2 Sources of map error

As the thematic maps are essentially predictions with locations, the map uncertainty stems from the 
model behavior. In statistical literature, the best predictor of a random variable Y using observations 
of random variable X is the conditional expectation E(Y | X) (Christensen 2011). In this context, X 
includes the independent variables (predictors) of the applied regression model, which are thought 
as random (Mehtätalo and Lappi 2020: p. 309). Depending on the context, the predictors can also 
be assumed as fixed.

We assume that the true values at the pixel locations of a map are generated by a regression 
model, so that the observed values can be written as:

y E Y X e� � � �| , ( )1

where e is a residual error. The marginal variance of y is therefore (Mehtätalo and Lappi 2020: 
p. 25, Eq. 2.46):

var( ) var( | ) var ( | ) var( ) var ( | ) , ( )y E Y X E Y X E e E Y X� � � � � � � � � � � � 2

whereas that of the best prediction includes only the term var(E (Y | X)). Thus, the uncertainty of 
the best prediction is closer to the Berkson case where the true value y varies randomly around its 
estimate ŷ  and errors are uncorrelated with ˆ,y

ˆ , (3)y y e 
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than to the classical measurement error model with:

where measurement errors are uncorrelated with true values (Mehtätalo and Lappi 2020: p. 384). 
In a case of Berkson type error (3), the variation across the map of ŷ is always less than the true 
variation in y (var( ŷ ) < var(y)), while in traditional measurement error model (4) inequality is 
to other direction (var( ŷ ) > var(y)). Berkson type errors are common for instance for controlled 
regressors (Seber and Wild 1989) or visual assessments (Kangas et al. 2004). It is important to note 
the error type, especially when looking for the extreme values of any forest characteristics based 
on different prediction or measurement procedures. Estimation errors of the model parameters will 
also contribute to the above-specified formulas but do not change the conclusions.

The most evident source of map uncertainty is the variance of the residual errors of the 
model used, var(ei), which describes the uncertainty due to the relationship between the response 
and the selected predictors within the modelling data, estimated using the residuals of the model. 
The variance is typically assumed constant, var(ei) = σ2 but may also be modelled as a function 
of the prediction or one or more predictors to account for a heteroscedasticity of the error. If the 
residual errors are assumed independent and identically distributed, as is usually assumed, map-
ping the residual uncertainty does not provide any useful information for users. Even when the 
residual errors are spatially correlated, the expected uncertainty at each location is the residual 
error variance of the model.

Generally, the uncertainty due to the residual errors is random error. However, when there 
is spatial correlation (either in the form of random area-effects or distance-dependent correlation), 
it needs to be considered when estimating the uncertainty of aggregates or means over an area. 
The correlated errors will introduce domain-level bias (e.g. within a forest stand), which need to 
be accounted for in the analysis (Magnussen and Breidenbach 2017).

Another source of uncertainty is the parameter estimation error. In principle, the param-
eter estimation errors produce random uncertainty, as the least squares or maximum likelihood 
estimators are unbiased. Across all potential data sets, the parameter estimations errors are 
random. Yet, for a given modelling data set these errors are fixed and behave like bias in the 
predictions (Mehtätalo and Lappi 2020). This source of uncertainty can be assessed analyti-
cally, with Monte Carlo simulation using the distributions of the estimated parameters or with 
repeating the modelling task with repeated samples of the available data (bootstrapping, Efron 
and Tibshirani 1996). Alternatively, a Bayesian statistics approach can be used and then the 
parameter uncertainties are represented in the posterior distributions of the parameters, which 
are constructed from the prior distributions (the knowledge prior to the experiment) and the 
maximum likelihood (i.e. data).

Third source of uncertainty is due to model selection. This source includes the uncertainty 
related to deciding the number of predictors included and selecting the best predictors from among 
several potential predictors. It also includes the uncertainty due to selecting the model form used 
from among different model families, for instance the selection between linearized and non-linear 
model form. This effect can be assessed by calculating the variation from an ensemble of poten-
tial models. Of course, uncertainty due to potential predictors that are known to be important, but 
for which with no data are not observed, always remains unattainable. Likewise, uncertainty of 
extrapolating the model outside data available may cause systematic error, which is unattainable 
unless independent data can be achieved. Unless the model form correctly describes the population 
for which the model is applied, model selection error may be an important source of bias in the 
map predictions.

ˆ , (4)y y e 
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In addition to the prediction errors, there may also be errors in the input variables, for 
instance due to measurement or sampling errors (Peters et al. 2009). If the measurement errors are 
similar in the modelling data and data used in applications, they increase the prediction variance 
but do not introduce systematic error (Kangas 1998). If the remote sensing features are used as 
predictors, co-location errors, light conditions, camera and scanner quality that are not similar in 
the modelling and application phases can cause systematic errors that are not easily considered in 
the accuracy assessment (Saarela et al. 2016).

It is important to note that all the mentioned sources of uncertainty can, depending on the 
case, cause both systematic and random uncertainty. It is also important to note that all systematic 
errors in the predictions originally stem from one of these sources.

3 Methods to deal with map uncertainty

3.1 Analytical analysis of modelling errors

The number of papers describing the map uncertainties in different fields has rapidly increased in 
the recent decade. Yet, methods to address the uncertainty have been available already for decades 
(Goovaerts 2001).

The most obvious approach is to utilize the error estimates available from fitting a model 
to observed data analytically. In a case of parametric modelling, the deterministic part of the 
characteristics may be modelled using linear or non-linear regression whereas the stochastic part 
of variation is modelled with assumptions concerning the distribution of residuals. The prediction 
variance for a new observation y0 is a combination of the estimation error of model parameters 
and the variance of the residual errors (Mehtätalo and Lappi 2021: p. 126). For the linear model 
y = X β + e where var(e) = V is the variance-covariance matrix of the residual errors describing 
possible heteroscedasticity and autocorrelation structure,

where var(e0) is the residual error variance for a new observation y0 with predictor values x0 and 
X is the matrix containing all observed predictor values (which are now treated as fixed). This 
approach assumes the selected model as such is correct, and thus model selection errors are not 
included. In case of a non-linear model, the calculations require linearizing the model with, e.g., 
a Taylor series approach (Saarela et al. 2020). Model input variable errors can also be included 
analytically.

The existing observations can be used to improve the linear model prediction corresponding 
the location of interest. Such approach, which can be understood as kriging prediction of residuals, 
is useful if at least some existing observations are so close to the location of interest that the cor-
relations are practically non-zero. The variance of prediction errors then is (Mehtätalo and Lappi 
2021: p. 129):

where c = cov(e, e0) is the covariance matrix between errors at existing observations and the new 
point. In kriging, this covariance is typically presented as a function of distance. The prediction 
variance is the sum of the estimation variance of the deterministic component and the prediction 
variance of the kriged residuals (Hengl et al. 2007; Szatmári and Pásztor 2019).

     110 0 0 0 0ˆvar var , (5)y y x x e   X V X

         1 1 10 0 0 0 0ˆˆvar var var , (6)y y x x e         cV X X V c c V c



7

Silva Fennica vol. 57 no. 2 article id 22026 · Kangas et al. · Understanding uncertainty in forest resources maps

If the uncertainty is needed for an area rather than for a single point, it can be calculated 
analytically based on the covariances between the residuals of predictions at different points as 
(Kotivuori et al. 2020; Breidenbach et al. 2016):

where the variance of the mean prediction ŷ  in the area i is estimated from the estimated variances 
of the parameters and the estimated covariances (or variances in case j = k) of the errors of each 
N pixels or cells within the area.

3.2 Simulation

Analysis of the uncertainties can be based also on simulation (Goovaerts 2001). In simulation, 
several equally probable realizations of the same model are produced. Simulations may be preferred 
in estimation of uncertainty, if in addition of the prediction variance, the distributions or variance 
of other interesting quantities are desired and not analytically known. Journel (1996) used the 
term stochastic imaging for the simulation approach, where repeated replications of the map are 
simulated from a geostatistical model and the pixel-level variation between the simulated maps 
is used for assessing uncertainty (Chiles and Delfiner 1999). Different sources of uncertainties 
can be included into the simulations. Thus, the approach can account both for the parameter and 
residual error uncertainties.

In the context of large area maps, efficient simulation algorithms are essential. If the repeated 
replications are produced using a sequential Gaussian simulation (sGs), the spatial autocorrela-
tions can be accounted for through the spatial relationships of the units already visited (Goovaerts 
2001; Plant 2019). The between-realization variation within each pixel approximates the analytical 
estimate of uncertainty, available for the Gaussian case.

3.3 Ensemble modelling

In addition to analytical prediction error formulas and simulation, a third approach to address 
pixel-wise uncertainties would be to utilize ensemble modelling (Nisbet et al. 2009). It means 
that rather than estimating one single model, a set of models is estimated, and the variation is cal-
culated from this ensemble of potential models. This approach can be used to address the model 
selection error, but the ensemble is obviously limited to the data available. To gain benefits from 
an ensemble of models, the separate models need to be sufficiently diverse but still each of them 
should fulfill some minimum accuracy requirements. Indeed, convergence of similar models may 
convey a false sense of certainty (Bugman and Seidl 2020).

Random forest (RF) is a forest (or a set) of several regression trees. These trees are for-
mulated so that they are as independent of each other as possible (Breiman 2001). It means that 
each tree in the forest uses a (bootstrap) sample of the data rather than all the data, as well as a 
sample of the available predictor variables to form diverse enough trees. As default, RF uses one 
third of available predictors in each sample. Together the trees use all the available information. 
Thus, the RF automatically handles with the parameter estimation uncertainty through sampling 
the data and model selection uncertainty through sampling the potential predictors. In the case of 
RF, the parameter uncertainty refers to the points of splits in the regression trees. Esteban et al. 
(2019) calls this kind of bootstrapping as internal. RF is directly applicable to both classification 
and regression problems.

      1 12
1ˆˆvar var cov , (7)N N

ij ikj ky e e
N     x x
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In RF, the mean prediction of the various trees in the forest is used as the predicted value. 
According to Breiman (2001) the accuracy of the individual trees and the diversity of the different 
classification trees form an upper bound to the generalization error (prediction error). It is an upper 
bound, as none of the trees alone use all the available information. In the case of classification, 
the RF directly produces a probability of the target unit belonging to different classes, and this 
also measures the uncertainty of the classification. For instance, Peters et al. (2009) assessed the 
uncertainty in spatial interpolation of environmental variables using sGs and then utilized an RF 
ensemble model to classify the pixels into different vegetation types and the RF model metrics 
such as out-of-the-bag error to assess the classification uncertainty.

Esteban et al. (2019) used, in addition to the internal bootstrapping within RF also an external 
bootstrapping to produce an estimate of uncertainty. This means that they did not only produce 
different trees to the random forest using a bootstrap sample but used bootstrapping to repeat the 
whole random forest several times. It is notable that in their study the uncertainties from the exter-
nal bootstrapping were markedly smaller than those from the internal bootstrapping. This is due 
to each tree in RF only including part of the data and predictors, while the mean prediction from 
each of the random forests in external bootstrapping uses the whole data.

Ensemble modelling and external bootstrapping approaches can also be used in connection 
to linear regression or a non-parametric method such as the k nearest neighbors (k-NN). If the 
predictors are resampled in a same way as in the RF ensemble model, the resulting uncertainty 
can be interpreted as upper bound following Breiman (2001).

In the Bayesian context, all predictors are typically included into the model, and continu-
ous prior information can be provided on their effect, for example suggesting each variable to be 
probably unimportant, but with the possibility of larger effect if having predictive power (Gelman 
et al. 2013). In the Bayesian analysis, the model selection uncertainty can be included through 
so-called model averaging (Piiroinen and Vehtari 2017). Such averaging may, however, lead to 
rather computational approaches and their suitability for forest resource maps are still to be studied.

3.4 Quantile modelling

A fourth possible approach to quantify the map uncertainty is quantile regression, where a selected 
prediction interval can be estimated. In its original form, the quantile regression is based on linear 
regression, where each of the quantiles in the data is modelled using a linear model. The quantile 
regression can be interpreted to describe the residual error variation but ignore other sources of 
uncertainty. It is also possible to model the expected value using, for instance, k-NN and then use 
quantile regression to model the residual errors rather than the original variable. This allows for 
some flexibility into the model of the expected values (Kasraei et al. 2021): when the quantile 
regression is used to model the residual errors, the method can also be used in a case where the 
expected values are modelled with machine learning models such as RF or k-NN.

Quantile Random Forest (QRF) (Meinshausen 2006) is an extension of RF used to calculate 
the full conditional distribution of a prediction rather than only the conditional mean (Vaysse and 
Lagacherie 2017; Fouedjio and Klump 2019). Freeman and Moisen (2015), for instance, used QRF 
to assess the 5th, 50th and 95th quantiles of forest volume. The QRF also accounts for uncertainties 
in parameter estimation and predictor selection based on a model ensemble.

3.5 Proxies for uncertainty

It is also possible to address the quality of the predictions by analyzing the quality of data for 
the modelling task at hand. For instance, Meyer and Pebesma (2022) analyzed the effect of the 
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distance between the target point and the observations in the k-NN method as a proxy measure 
of data quality: in areas where the distances are exceptionally long, the quality of predictions is 
likely to be poor. Sakar et al. (2022) used the degree of extrapolation needed for the application as 
a measure of quality of predictions. Extrapolation was defined to mean auxiliary variable values 
outside the convex hull defined by the auxiliary variable values from field plots, and the quality 
of predictions was classified as poor when the distance to this hull was more than mean distance 
between target point and observations plus two times the standard deviation of the distance. While 
such measures of data do not directly describe the variance of prediction errors like conventional 
uncertainty measures, they can advise the users of the usefulness of the maps.

3.6 Visualization of map uncertainty

For a traditional model with a single response and single predictor, the visualization of uncertainty 
is straightforward with the prediction intervals as a function of the predictor. For a map (i.e., two-
dimensional representation) with x- and y-axis reserved for the coordinates, visualization of the 
uncertainty takes more imagination. Typically, the variation in the variable of interest is shown 
with a color, and other approaches are needed for the uncertainty. An obvious solution for this is 
to produce two maps, with one depicting the expected values, and another depicting the estimated 
uncertainty. This provides the visualization needed, but not simultaneously (Kaye et al. 2012). In 
digital settings, displaying two maps on top of each other may be more comprehensive than in 
traditional paper maps.

A commonly used method is to utilize bivariate maps, with the expected value presented as 
one dimension, and the uncertainty as another dimension (Kaye et al. 2012). The two dimensions 
can be described with the hue and intensity of the colors, for instance. Another possibility is to use 
the colors to describe the expected values, and the pattern or hatching to describe the uncertainty. 
One very popular approach is a bivariate choropleth model (Retchess and Brewer 2016; Mu and 
Tang 2019), which shows a classified response value and uncertainty for a given area, such as state 
or municipality. Another example of the visualization of map uncertainty simultaneously with the 
expected values is presented by Grêt-Regamey et al. (2013). They utilized a Bayesian network for 
a spatially explicit uncertainty assessment of carbon sequestration. They presented the expected 
values of the resulting classes with one color and represented the uncertainty of the result as a 
shading of that color, meaning the most uncertain values were represented with darker colors. This 
approach could be very useful, provided the number of classes is small. It might be challenging 
with fine resolution and fragmented variables.

4 Empirical test

4.1 Material

We made a small simulation experiment to illustrate the pixel-wise map uncertainties stemming 
from a fixed sample and from the variation between potential samples using two different modelling 
approaches, a log-linear model and QRF. The simulation experiment is needed to illustrate such 
uncertainties that cannot be depicted from a single sample, for instance the effect of sampling the 
data (between-sample variation). For the experiment, we utilized wall-to-wall data on a region of 
size about 5900 ha. It is a small part of a laser scanning campaign, serving as a means to visualize 
the results of the tests. This test data was available on a grid of 231 824 pixels, for which coordi-
nates, 17 laser scanning features as well as 4 aerial photo features are available.
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To have the “ground truth” or a “superpopulation model” (see Gregoire 1998) in the whole 
region, we simulated for each pixel i a volume with yi = exp(μi + ei) where μi is the predicted log-
arithm of volume from an external model and ei is the simulated random error with three different 
options, as specified in the following. This approach was selected to be able to simulate populations 
with a meaningful spatial pattern and autocorrelation structure (see Magnussen and Lehrman 2019 
for an alternative approach). A spatial Copula (see Gräler and Pebesma 2011) was not an option 
due to lack of suitable field data: the measured field plots in the modelling data (see below) are so 
far from each other, that no autocorrelation was detected.

The external model was based on an independent modelling dataset of 1044 observations with 
field-measured values of total plot volume, basal area, mean diameter, and mean height, as well as 
a set of 190 laser scanning features (see Tuominen et al. 2018 and Balazs et al. 2022 for details). 
We modelled the plot-specific ln(y) using the best seven predictor model estimated with leaps 
package in R (Thomas Lumley based on Fortran code by Alan Miller, 2020), using the 17 features 
that were available both in the test and the modelling data. The following laser scanning features 
were used: The maximum height of the points, Height at which given percentiles (20% last echo, 
45%, 65%, 70%, 90%, 95%) of vegetation points are accumulated (m), Proportion of vegetation 
points relative to all points (%, first and last echo), Skewness of the distribution of vegetation point 
heights, Proportion of points above mean height, Proportion of points having cumulated at 20% of 
the height from all points (%, last echo), Rumple index, Inner volume, SumEntropy (Haralick) of 
canopy surface model and Average intensity. Unless otherwise stated, the features were calculated 
from the first echoes. The selected model had residual standard error = 0.232 and multiple R2 = 
0.897 in the modelling data. The coefficient estimates are presented in Table 1.

Table 1. The parameter values for the model log(y) = β0 + βx1 + βx2 
+ βx3 + βx4 + βx5 + βx6 + βx7 + ε used for simulating the “true” values 
of volume for the simulation experiment.

Estimate Std. Error T Value

Intercept 1.537 0.142 10.86
Hmax_f 0.024 0.007 3.17
Hq55_f 0.028 0.010 2.80
H90_f 0.035 0.013 2.73
Pveg_f 0.010 0.001 18.33
Hq20_l 0.025 0.004 6.70
Imean –0.050 0.008 –6.53
Csm_sumEnt 0.367 0.021 17.69

The names of the variables are: The maximum height of the points, Height 
at which 55% and 90% of vegetation points are accumulated (m), Proportion 
of vegetation points relative to all points (%, first echo), Proportion of points 
having cumulated at 20% of the height from all points (%, last echo), Average 
intensity, SumEntropy (Haralick) of canopy surface model.
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The three different error distributions used to simulate e were: a) independent Gaussian 
errors with residual standard error from the model above, b) autocorrelated errors from a zero-mean 
Gaussian random field with exponential semivariogram model

V d d
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with the nugget effect τ2 = 0.0318 and ϕ = 337 resulting in a practical range of 1011 meters and 
c) autocorrelated errors from a zero-mean Gaussian random field with the exponential semivari-
ogram function (8) with τ2 and ϕ = 23 resulting in a practical range of 69 m. In all cases, the same 
variance σ2 = 0.0538 was assumed. In cases b and c, the simulation was carried out sequentially 
using a gstat R-package (Pebesma 2004).

As the modelling data did not allow calculating the autocorrelation for the volume, the 
range and relative nugget in option b) are based on the autocorrelation between errors of a model 
predicting one of the 17 laser scanning features (Average intensity) with other laser scanning fea-
tures in a sample taken from the test data, and those in c) are based on Breidenbach et al. (2016). 
In case b), Average intensity thus served as a proxy for calculating the range and nugget relative 
to the variance, while the variance came from the model above. Option b) results in a correlogram
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| . .� � � � �  Consequently, we had three different populations with “ground 

truth” volume maps. The distribution of pixel-wise volumes for the case of independent errors a) 
is presented in Fig. 1. A part of maps from all three populations depicting the simulated logarithm 
of volume are presented in Fig. 2, to illustrate the effect of autocorrelation.

Fig. 1. The distribution of simulated “true” volumes (m3 ha–1) in the test area grid. The values > 500 m3 are all in the 
last class.
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4.2 Methods

We generated 100 random samples s of size m = 1000 from the simulated test data. To each of 
these samples s, we fitted a) a log-linear model for the volume with autocorrelated errors and the 
three best predictors out of the 17 possible predictors selected with the R package leaps (Thomas 
Lumley based on Fortran code by Alan Miller, 2020), and b) a quantile random forest (QRF) for 
the volume utilizing the R package quantregForest (Meinshausen 2017). The spherical semivari-
ogram model was assumed for the log-linear model (even though the “true” semivariogram was 
exponential). These 100 samples were deemed as sufficient in this experiment these results remained 
stable over several repetitions of the calculations (see results for details).

Then, with each of the 100 fitted log-linear and QRF models, we predicted the volume at 
each pixel of the test data. For the linear model, kriging was carried out with the linear predictors 
and the fitted semivariogram model utilizing the R package gstat (Pebesma 2004; Gräler et al. 
2016). The predicted volume was then obtained by  2ˆ ˆ ˆexp 2i iy     where ˆi  and 2̂  are 
the prediction and prediction variance for the log volume. The variance was estimated using the 
variance of a log-normally distributed variable as      2 2ˆ ˆ ˆ ˆ ˆvar exp 2 2 exp 2 .i i iy         In 
QRF, the 50% quantile (median) was used as a prediction for each of the locations. The within-
sample variation is represented with lower (2.5%) and upper (97.5%) quantiles.

Fig. 2. The simulated “true” values of logarithm of volume in small part of the test data grid assuming a) independent 
errors b) autocorrelated errors with a long range (337 m) and large nugget effect and c) autocorrelated errors with no 
nugget effect and a short range (23 m). The scale is truncated at value 6.
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The variation between the 100 samples describes the model parameter estimation errors 
from different samples. To some extent it also describes model selection errors, i.e., the selection 
of the best predictors (predictors providing the minimum variance model in a given sample). The 
selected log-linear model was always the best three-predictor linear model with predictors selected 
from among all potential 17 predictors. Thus, the number of predictors is smaller than that in the 
superpopulation model used for generating the true data in order to depict potential model-selection 
error. Yet, the models from different samples are not independent of each other, and do not therefore 
represent a true ensemble of models. In QRF, there is variation in the models selected between the 
samples (external bootstrapping, Esteban et al. 2019). In addition, an ensemble of regression trees 
with a different set of potential predictors for each tree is used, and the estimated quantiles, i.e. the 
conditional distribution of the response variable reflects this within each simulation a between-
model variation (internal bootstrapping, Esteban et al. 2019).

For both models, a relative standard error map was calculated from the variation among the 
100 maps, relative to the expected value at each point. This represents the between-sample varia-
tion (not estimable from a single sample) that does not include the residual errors, but the variance 
due to model selection and parameter estimation for each sample.

A prediction interval was calculated for each pixel of the grid conditioned on each single 
sample. In QRF the prediction interval was simply the interval between the predicted 2.5% and 
97.5% quantiles. For the linear model, the pixel-wise prediction interval was calculated from the 
estimated variance of the log-normal distribution,    2ˆ ˆ ˆvar i iy y  for each pixel as:

We also calculated the quantiles of the log-normal distribution but resorted to this simpler 
alternative in the example, as the resulting prediction intervals were nearly identical in these two 
cases.

These prediction intervals represent an uncertainty assessment estimable from a single 
sample. Then, the number of pixel-wise “true” volumes within the estimated prediction intervals 
were calculated. The quality of the spatial uncertainty assessment was addressed based on the 
mean number of observations within the prediction intervals, i.e. it describes how the pixel-wise 
prediction interval calculated from a single sample performed on average across the study region.

Visualizing the prediction interval in full requires two maps, one for the lower and another 
for upper bound. Therefore, in the following the uncertainty was instead visualized using a devia-
tion from the expected value,  ˆ ˆ1.96 y  for the linear model, and a half of the prediction interval 
(97.5% quantile – 2.5% quantile) for QRF. The deviation was selected instead of the full width 
of prediction interval due to its interpretation of the maximal expected deviation of the predicted 
value from true value to either direction for symmetric distributions. For highly unsymmetrical 
distributions, deviations to both directions might be needed.

5 Results

The map of the pixel-level volumes, obtained as a mean of the 100 QRF medians, is shown in 
Fig. 3a, and the map of the pixel-level relative standard deviation of these predictions in Fig. 3b. 
Most of the relative errors are below 20%, as the map represents the between-sample uncertainty (or 
external bootstrapping). This is an underestimate of the total uncertainty but shows the importance 
of model selection and parameter estimation errors. Note that the between-sample uncertainty cannot 
be depicted from a single sample, but it can be approximated with internal bootstrapping as in RF.

 ˆ ˆ ˆ, 1.96 . (10)i i i iU L y y 
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In QRF the within-sample (or internal bootstrapping) uncertainty is depicted by the quantiles 
of predictions from the ensemble of trees. That can be visualized by mapping the local deviation 
of the upper and lower quantiles from the median (Fig. 4), where the areas of small and large 
uncertainty can be depicted.

The prediction intervals of QRF based on the 2.5% and 97.5% quantiles included on average 
82.3% of all the observations in the grid among the 100 simulations assuming independent errors. 
Thus, the within-sample ensemble-based quantiles underestimated the total uncertainty slightly. 
With autocorrelated errors the respective values were 81.2 for case b and 82.2 for case c. Thus, 
introducing autocorrelation did not result in more serious underestimation of uncertainty. The 
relative RMSE of the mean of the 100 simulated median predictions was 25.8% for independent 
errors, 28.6 for case b and 25.9 for case c. In repeated simulations, the average coverage of the 
prediction interval varied from 81.17–82.49.

The map of the mean of the 100 kriging maps is shown in Fig. 5a, and the map of the pixel-
level relative standard deviation of these predictions (the between-sample error of a mean predic-
tion) within each pixel is shown in Fig. 5b. This shows the variation due to model selection and 
parameter estimation. This variation is due to selecting the best three predictors (rather than all) 
from among all the 17 possible predictors in each simulation. There is still variation between the 
possible models, but on average less than with the QRF method. Thus, the model selection error 
is likely underestimated, and the between-sample error in this case depicts mostly the parameter 
estimation uncertainty. The average relative within-sample variation (Fig. 6) is dominated by 
residual variation, which was homogeneous for the log-linear model used. It also includes the 
parameter estimation errors, but not the variation due to model selection.

For kriging, the 95% prediction intervals based on within-sample variation for the linear 
model included 96.3% of all the observations in the grid on average. Thus, the within-sample pre-
diction errors with linear model were very good estimate of the total uncertainty, even though the 

Fig. 4. The average deviation from predicted value of volume over the samples for each pixel using Quantile Random 
Forest algorithm. The deviation is calculated as half of the interval between the 2.5% and 97.5% quantiles. The scale 
is truncated at value 100 m3.
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within-sample variation does not include model selection error. This is likely because the true model 
was also a log-linear model, and thus the true effect of model selection error in a more complicated 
case may be underestimated. Moreover, all predictors of the superpopulation model were available, 
and the sample was representative of the population. The visualization of the uncertainty using 
the deviation from the expected value is shown in Fig. 7. The within-sample prediction intervals 

Fig. 6. The relative within-sample standard error of volume predictions for each pixel based on kriging and averaged 
over the samples. The scale is truncated at value 40%.

Fig. 7. The average deviation from the predicted value of volume in each pixel over the samples using kriging. The 
deviation is calculated as half of the prediction interval. The scale is truncated at value 100 m3.
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included 96.4% of observations in case b on average and 95.6% in case c. The relative RMSE was 
24.86% for the case of independent errors, meaning the linear model was quite similar to QRF with 
respect to accuracy. For case b the relative RMSE was 26.46% and for case c 24.52%, meaning 
that the autocorrelation between the prediction errors had a minor effect. In repeated simulations, 
the coverage of the prediction interval varied from 94.6–96.6.

6 Discussion

Maps are commonly used in supporting decision making, as a map is easily comprehensible data. 
Nevertheless, the wall-to-wall nature of such presentation may give a misleading impression of a 
high-quality information to a non-professional user. Since the number of maps introducing heavy 
criticism and comparisons of maps showing coarse errors in the map is large, it can be argued 
that users of maps do not properly understand the nature of thematic maps as a set of localized 
model predictions. It can be asked if a thematic map is perceived as more accurate than a set of 
model predictions, as the thematic maps are compared to the geographical maps rather than model 
predictions. A map of expected values could give the users a false impression of precision (Grêt-
Regamey et al. 2013; Meyer and Pebesma 2022). As a result, most people (even researchers) who 
need maps use the maps as if they were true values, and ignore the uncertainties.

It is possible that the map uncertainty is not acknowledged when the maps are used, as the 
means to address and visualize it in a comprehensible way have been lacking (Meyer and Pebesma 
2022). Comprehensible way to provide the information of both the mean and variation in the same 
figure for continuous variables are largely missing. Published tools are found mostly for classified 
values, but it would be valuable to have suitable tools also for continuous data.

The accuracy assessment protocols used with map products do not clearly inform on if a 
map is useful for a given purpose or not (Ayanu et al. 2012; McRoberts 2011; Pagella and Sinclair 
2014). Meyer and Pebesma (2022) go as far as saying that “showing predicted values on global 
maps without reliable indication of global and local prediction errors or the limits of the area of 
applicability, and distributing these for reuse, is not congruent with basic scientific integrity”.

Based on this study, the model ensemble approach with QRF worked reasonably well in 
depicting the map uncertainty. In this context, by reasonable we mean that using the uncertainty 
estimate like this will improve decision making and understanding of uncertainties. It is good to 
remember, however, that if the produced prediction interval is too narrow, it is likely to decrease 
the quality of decisions rather than improve them. The slight underestimation can be assumed to 
reflect the relatively large between-sample variation (Fig. 3a versus Fig. 4a): the ensemble (or 
forest) of regression trees was not able to depict all the variation due to model selection.

The analytical kriging based on a log-linear model provided on average very good predic-
tion intervals from just a single sample. In our example case both the true model and the models 
estimated from the samples were log-linear models, which probably had an effect. The deviation, 
or half of the width of a prediction interval seems promising in a sense it can be assumed to be 
understandable also for the users of the data.

Overall, it seems reasonable to increase the use of kriging in the mapping in the future. 
A mixed model, assuming a constant correlation between the residual errors within a stand or 
a plot is commonly utilized in forest inventory. If information of e.g. heights of one or more 
trees within a stand is measured, the resulting correlation in a case of one random effect, 

cor between group

between group between group
�

�
�

� �

�

� �

2

2 2
, can be utilized to reduce prediction variance of the heights of 
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other trees with an EBLUP approach (Mehtätalo et al. 2015). Accounting for the autocorrelation in 
the pixel- or plot-level residual errors using kriging in mapping is essentially similar than using an 
EBLUP approach in prediction and could be utilized more often also in mapping the forest resources.

Each pixel in a map is a model prediction for a single unit, and inferences regarding the 
uncertainty for this single pixel are also model-based inferences. However, the term “model-based 
inference” is typically used in a context of addressing sampling uncertainty in area- or domain-
level and using a linear or linearized regression model. The usability of RF or QRF in mapping 
forest resources and making observation-level inferences is evident. Yet, their usefulness in 
population-level or domain-level model-based inference is not as evident, as the means to address 
the uncertainties in these modelling frameworks is very different from the parametric regression 
models. The same caveat also applies to other types of non-parametric modelling. More studies are 
needed to assess their usefulness in that context, for instance with utilizing simulation approach 
rather than analytical formulas.

In this study, the uncertainties concern pixel-level predictions, and can serve in depicting, 
for instance, areas where the true value can deviate much from the predicted one. However, it is 
likely that we would need to have uncertainty estimates also for landscape metrics, such as con-
nectivity, mean habitat patch size or similar. In the Gaussian case, the pixel-level kriging variance 
has an analytical solution. However, for most landscape metrics no analytical solutions exists, but 
the sequential Gaussian simulation can provide a way to quantify uncertainties also in this case. 
The simulation-based approach is also available for non-Gaussian models.

Another important potential application is locating areas with required resources, such as 
areas having at least a required volume. Users of the maps may also wish to pinpoint the proportion 
of area with a large deadwood volume, or the best quantile of forests regarding for instance the 
tree species richness. Normal sampling-based inventory does not provide easy estimators for such 
population parameters. The plot size used in forest inventory is fairly small, and the between-plot 
or between-pixel variation of volume or dead-wood volume therefore much larger than it is for an 
aggregation of plots or pixels that constitute one hectare in a forest. Therefore, the quantiles and 
proportions calculated from the sample data directly are biased, unless the spatial autocorrelation 
is accounted for in the analysis (Magnussen et al. 2016). Therefore, it is possible that kriging-type 
approach is a useful method in addressing the proportions and quantiles (Bolin and Lindgren 2015).

In this study, we only discussed the uncertainty analysis only for one variable, which in our 
simulation experiment was the growing stock volume. Decision making regarding the ecosystem 
services means, however, making tradeoffs between services. In such a case a joint distribution of 
the uncertainties will also be needed. Joint distributions of pixel-level uncertainties can be addressed 
analytically, but for more complicated target variables such as landscape structure metrics, simula-
tion will highly likely be needed. These aspects remain to be studied in the future.

7 Conclusions

The common disputes regarding the quality of forest resources maps point to a lack of proper 
uncertainty assessments for the maps but also deficiency in the interpretation and use of these 
maps. There are valid methods available for estimating the uncertainty of the map at each pixel, 
and also for estimating the uncertainty of more complex landscape features. Kriging especially 
shows great potential in this respect, but also QRF can be assumed as useful for the users. These 
methods should be applied more often in published maps. On the other hand, we are lacking suitable 
methods for visualizing the uncertainties simultaneously with the predictions, and development 
of such methods for often used GIS systems and spatial statistics packages would be a benefit.
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